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s u m m a r y

The effects of reactive transport on fracture geometry and fluid flow were investigated through an inte-
grated experimental and modelling approach. A fractured limestone sample (90% calcite) was injected
with an acidic CO2-rich solution over a period of 55 h to induce carbonate dissolution. The changes in
fracture geometry and related parameters are reported for six data sets obtained from synchrotron X-
ray micro-tomography experiments. A series of algorithms was used to extract the aperture and fracture
walls from 3D images and allowed quantification of the geometry changes with an optical resolution of
4.91 lm. In addition, measurement of fluid chemistry, hydraulic tests and computation of Navier–Stokes
flow constrained the characterisation of the dissolution process. The effects of reactive transport on
fracture geometry and fluid flow were then discussed. The presence of silicates in the rocks led to
heterogeneous dissolution at the micro-scale, despite dissolution appearing to be quite homogeneous
at sample-scale. No formation of preferential flow pathways was noticed, although heterogeneous
dissolution at the micro-scale led to fracture walls and aperture decorrelation, and to modification of
the flow velocity profiles in the fracture.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Fractures control the flow and transport of fluids and pollutants
in low-permeability rocks. Assessing long-term transport of con-
taminants in fractured rocks is essential, especially regarding nu-
clear waste storage, geothermal energy or CO2 sequestration in
reservoirs. For these situations, long-lasting flow of fluids in dis-
equilibrium with the rock is expected and dissolution (or precipi-
tation) processes can quickly and deeply alter the geometry of
fractures, and, as a consequence, their hydraulic and transport
properties, such as permeability and dispersivity. For instance,
karst formation in limestone is certainly the most remarkable
example of alteration of flow and transport properties over a rela-
tively short period of time. It is probable that in many geological
and environmental applications, fracture parameters must be con-
sidered as variables. Yet, the prediction of flow and transport
changes in fractures undergoing chemical reactions is challenging
due to the complexity of fluid–rock interactions and the possible
triggering of positive (or negative) feedbacks.

Fractures are heterogeneous structures, the macroscopic physi-
cal properties of which depend on local characteristics. For

instance, fracture permeability and transport properties are closely
related to the microstructure, such as physico-chemical properties
and spatial distribution of the rock-forming minerals, fracture wall
roughness, tortuosity, and contacting asperities. Aperture distribu-
tion and anisotropy are also main parameters in determining the
flow and transport properties. Therefore, fracture geometry deter-
mination is important to model flow and transport accordingly.

The control of various fracture parameters on fluid flow (Appen-
dix A) and of transport of solutes (Appendix B) into fractures has
been discussed extensively. However, discrepancies between
numerical models and natural configurations are still expected be-
cause numerical models often idealise the fracture geometry or
take into account the presence of only one reactive mineral, de-
spite rocks are rarely being mono-mineral. The advent of non-inva-
sive and non-destructive techniques has improved in situ
characterisation of fracture geometry (Bertels and DiCarlo, 2001;
Keller, 1998; Vandersteen et al., 2003) and flow (Dijk et al., 1999;
Karpyn et al., 2007; Kumar et al., 1997), which now appear to be
very pertinent for observing changes during dynamic experiments
(Detwiler, 2008; Detwiler et al., 2003; Dijk et al., 2002; Ellis et al.,
2011; Enzmann et al., 2004; Gouze et al., 2003; Landis et al., 2003;
Noiriel et al., 2007a, 2007b). Experimental effort, including direct
permeability and geometry measurements, is still required to pre-
dict the long-term evolution of such heterogeneous systems.

The present study aims to characterise fracture geometry and
flow changes during a flow-through dissolution experiment in a
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slightly argillaceous limestone sample. By developing a technique
to measure repetitively the fracture void geometry, a direct com-
parison can be made between geometrical and hydraulic property
changes and the dissolution process. X-ray micro-tomography al-
lowed the collection of the different parameters describing the
changes in fracture geometry both before the experiment and after
different stages of dissolution. The effects of dissolution on the
fracture geometry were characterised after extraction of the two
fracture walls and the aperture from 3D image volumes. Measure-
ment of fluid chemistry and permeability complementary con-
strained the characterisation of the dissolution process. In
addition, fluid flow was computed in the fracture and the resulting
hydraulic aperture (ah-NS) was compared with three others inde-
pendent experimental measurements of the fracture aperture, i.e.
hydraulic aperture (ah) determined from hydraulic tests, mechani-
cal aperture (am) determined from XMT, and chemical aperture (ac)
determined from mass balance calculation. Finally, the implication
of aperture increase and rock mineralogy, flow, transport and
geometry changes will be discussed.

2. Experimental procedure

2.1. Sample characteristics

The flow-through experiment was carried out using a slightly
argillaceous limestone that contains about 10% of silicate minerals
(principally clays, with a minor amount of quartz) and less than 1%
of iron oxides. The carbonate matrix is essentially composed of
partially recrystallized micro-crystalline calcite and to a minor ex-
tent by biogenic fragments crystallised in sparite.

A cylindrical sample of 15 mm in length and 9 mm in diameter
was artificially fractured using a Brazilian-like test to produce a
longitudinal fracture parallel to the cylinder axis. The two fracture
walls were put together and sealed with epoxy resin on their edges
to prevent any mechanical displacements of the fracture walls dur-
ing experiment. The external surface of the fractured sample apart
from the fracture inlet and outlet was also covered with epoxy re-
sin to avoid dissolution.

2.2. Flow-through experiment

The inlet fluid used in the experiment was a 0.010 ± 0.001 M
NaCl solution prepared from reagent-grade salt diluted in deion-
ised water. The fluid, initially degassed, was maintained at equilib-
rium with CO2 at a partial pressure of 0.10 ± 0.01 MPa during the
experiment.

After vacuum saturation with deionised water, the sample was
injected with the inlet fluid using a dual piston pump at a

controlled flow rate of 100 cm3 h�1 (2.78 � 10�8 m3 s�1). The con-
fining pressure was equal to the pressure at the sample inlet. The
pressure at the outlet was maintained at 0.13 MPa using a cali-
brated back-pressure controller to avoid CO2 degassing during
the experiment.

Permeability was calculated from the differential pressure re-
cord between the sample inlet and outlet (DP) using the steady-
state flow method (Eq. (A.2)), initially (t = t0) and at the end of each
stage of dissolution, i.e. after 8 h (t1), 16 h (t2), 28 h (t3), 37 h (t4)
and 55 h (t5) from the start of the experiment.

Both the inlet and outlet pH were recorded continuously to de-
tect either potential CO2 saturation changes of the inlet fluid or
variation of the alkalinity of the outlet solution. The outlet solution
was also sampled repeatedly for major and minor ions analysis by
ICP-AES (inductive coupled plasma-atomic emission spectros-
copy). A schematic representation of the flow-through experiment
is presented in Fig. 1a.

2.3. Geometry characterisation using synchrotron X-ray micro-
tomography

2.3.1. X-ray tomography imaging of the fracture
The geometry of the fracture was obtained after processing of

the XMT data sets acquired at the European Synchrotron Radiation
Facility ID19 beam-line (Grenoble, France). A total of six data sets
were collected at times t0 to t5. The XMT method provides non-
invasive and non-destructive visualisation and characterisation of
the 3D sample from around a thousand 2D radiographs of the X-
ray attenuation properties of the various materials forming the
sample. As air in the fracture void and minerals in the rock matrix
have different X-ray attenuation properties, they can be differenti-
ated on the 3D images.

The X-ray source was diffracted through a double Si(111) crys-
tal yielding a focused monochromatic and parallel beam with en-
ergy of 40 keV. The combination of an adapted optics with the
CCD camera provides a spatial resolution of 6 lm for an optical res-
olution (pixel size) of 4.91 lm. As the camera field is shorter than
the height of the sample, only the upper part of the sample close to
the inlet was scanned (Fig. 1b). Volume reconstruction was carried
out from nine hundred 2048 � 2048 radiographs using direct Fou-
rier inversion, through the use of a filtered back-projection algo-
rithm (Herman, 1980). Radiographs were filtered prior to the
reconstruction in order to eliminate the random noise due to
high-energy diffracted photons, by substituting these noisy pixels
with the median of their neighbours. The reconstruction provided
six 3D image volumes of the X-ray absorption by the different
materials in the sample, named V0 to V5. Each volume is about
400 � 2000 � 1600 voxels of volume 4.91 � 4.91 � 4.91 lm3 each.

(a) (b)
Fig. 1. (a) Schematic representation of the plug-flow apparatus and (b) field of view (10 � 10 mm) covered during X-ray micro-tomography imaging.
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2.3.2. Image analysis
While the reconstructed image volumes were saved at 32-bit

accuracy, they were first converted in 8-bit accuracy data sets to
reduce the size of the original volumes without affecting the qual-
ity of the images. Then, the attenuation value takes a grey level va-
lue bounded by 0 (black) and 255 (white). By convention, dark
voxels correspond to low density phases, whereas light voxels de-
note high density phases. The range of greyscale associated with a
data set is variable because it depends on the X-ray beam intensity
(which varies with time due to the fluctuation of the energy in the
synchrotron accelerator ring), and the response of both the scintil-
lator detector and the CCD camera.

As several data sets of the same sample were collected at
increasing times, it was important to make sure that the method
used to compare one data set to another is reliable even if X-ray
beam intensity fluctuation exists. Assuming that the composition
and the density of the fracture void and the carbonate matrix were
unchanged (except for the fracture geometry modifications that
occurred during the experiment), the difference in the X-ray atten-
uation was attributed to variation in the X-ray beam properties or
to uncontrolled degradation in the conditions of acquisition.
Accordingly, the histograms of grey level distribution were renor-
malised using a linear interpolation to adjust the minimum and
maximum values at fixed values determined for the 3D volume
at t0. Threshold values corresponding to 1% and 99% of voxels over
the entire volume were also used to enhance the contrast of the
images.

Another step to make the comparison of the volumes feasible is
registration of the data sets in the same coordinate system.
Although different methods have been developed to optimise the
registration of two data sets, e.g. the minimisation function of
the misfit (Ketcham and Iturrino, 2005), they are difficult to apply
to large data sets and moreover to images that present many struc-
tural differences such as that resulting from dissolution. A linear
transformation was applied, based on the identification of several
control points on different data sets and determination of the
(4 � 4) matrix that allows rotation and translation along the three

orthogonal planes. The different target volumes were aligned with
the reference volume V0, using a tri-linear interpolation technique
to calculate the grey value of the target voxels in the new coordi-
nate system (Gonzales and Woods, 1992).

Then, in order to have a representation of the fracture void
geometry and to quantify fracture parameters such as fracture wall
topography, aperture distribution, and specific surface, the image
volumes must be segmented in order to separate the different
phases on the 3D images. The fracture description will strongly de-
pend on the segmentation procedure. Although the grey level his-
tograms show two peaks relative to voids and matrix, respectively,
the transition between them is not sharp due to the inherent noise
of the imagery technique and to finite volume effects. A simple
grey-level thresholding method based on a cut-off value between
the two peaks on the histogram would have led to significant er-
rors and multiplication of the fluid–rock interfaces. Among the
alternative methods developed to better separate the two phases,
including noise reduction, edge enhancement and tracking, and re-
gion growing (Oh and Lindquist, 1999; Pitas, 2000; Sheppard et al.,
2004), the region growing-based segmentation algorithm (Pitas,
2000) was preferred. A 3D median filter was applied to the differ-
ent images volumes before the segmentation to reduce noise and
allow a better separation of the two peaks of the histogram, while
preserving the gradients (Nikolaidis and Pitas, 2001) and without
affecting the boundaries between voids and matrix. The method
presents the advantage of locating the edges separating the two
phases where the gradients are stronger. At the end of the proce-
dure, all the voxels were assigned a binary value, either 0 (void)
or 1 (matrix). Fig. 2 presents the fracture geometry changes ob-
tained using XMT after segmentation.

2.3.3. Extraction of the fracture wall topography and aperture
After segmentation, the different binary image volumes were

percolated using a recursive grassfire algorithm (Gonzales and
Woods, 1992) to progressively separate the connected fracture net-
work from non-connected isolated pores. The fracture wall topog-

Fig. 2. 2 � 2 mm extract of the 3D fracture morphology at the different stages of the experiment (t0 to t5).
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raphy and aperture maps were then deduced from the connected
fracture network.

As fracture walls locally display some overlaps (Fig. 3a), it
makes the location of the fracture walls as the definition of fracture
aperture a complex issue, as already mentioned by Gouze et al.
(2003). However, roughness analysis methods require a single-val-
ued function h(yi, zi) of the elevation.

One approximation was chosen to obtain a single-value func-
tion when the fracture presents more than two fluid–rock inter-
faces, by reducing the sum of different fluid–rock interfaces to
only two, as described below. The method leads to the identifica-
tion of topography of the fracture walls comparable with what
can be obtained using profilometry. The number and the length
of the voids included between two solid pixels were determined
when moving perpendicularly to the plane ð~y;~zÞ for each (y, z) loca-
tion. Only the longer void space was kept, the others were marked
as solid pixels. In the case of several voids that had the same max-
imal length, only the last was arbitrarily kept. After this procedure,
only two fluid–rock interfaces remained. Then the first fracture
wall S1 was determined when a matrix voxel to void voxel inter-
face is reached, for an elevation value of hS1(yi, zi). The second frac-
ture wall was determined when a void voxel encounters a matrix
voxel, for an elevation value of hS2(yi, zi). The topography of the
two fracture walls was then obtained. In the case that no void
was identified (null aperture), the position of the point of contact
was set at half the elevation value of the neighbouring coordinates,
i.e.: hS1(yi, zi) = hS2(yi, zi) = [hS1(yi�1, zi) + hS2(yi�1, zi)]/2. A schematic
representation of the procedure is presented in Fig. 3b.

Before statistics calculation, the mean plane of the fracture was
calculated from a least square fitting method and subtracted from
the raw data. Under this assumption, the mean value of the upper
surface elevation S1 is opposite to the mean value of the under sur-
face elevation S2, i.e. hhS1i = �hhS2i. The opening of fracture or local
aperture, a, is defined as the separation between two fracture walls
at any given value of (y, z) perpendicularly to the plane ð~y;~zÞ.

3. Data analysis

3.1. Aperture and fracture walls characterisation from XMT

The morphology of the fracture was evaluated in course of dis-
solution using several criteria, including statistical parameters. The
aperture distribution a(y, z) of the fracture of side length L and
width l is described by the discrete aperture distribution sampled
on a regular 4.91 � 4.91 lm grid. Average values of aperture for
each profile along the y- and z-directions are defined as haiy and
haiz, respectively. The mechanical aperture am is the mean of the lo-
cal apertures:

am ¼ haiyz ¼
1
Ll

Z l

y¼0

Z L

z¼0
aðy; zÞdydz ð1Þ

The standard deviation of aperture ra is an appropriate param-
eter to qualify roughness changes at the fracture scale. The macro-
scopic roughness factor am/ra quantifies the degree of aperture
variability. This parameter is commonly used to characterise the
relative roughness of a fracture and to quantify the departure of
normalised permeability from the cubic law (Brown, 1987; Méh-
eust and Schmittbuhl, 2001; Patir and Cheng, 1978; Zimmerman
et al., 1991). In the parallel plate model, the ratio am/ra tends to-
ward infinite value. When roughness increases, i.e. am/ra de-
creases, deviation from the cubic law is expected.

Another parameter used is the roughness coefficient, R, calcu-
lated using the square root quadratic mean of the asperity heights
of the aperture ðRaÞ or the fracture walls ðRsÞ. As shown by Myers
(1962), the variation of the roughness coefficient R with time
seems to be a convenient parameter to quantify the roughness
changes at micro-scale. For a profile of elevation h, (h being either
the aperture or the fracture wall elevation) along the flow axis, it is
given by:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Ll

Xy¼l

y¼1

Xz¼L

z¼1
ðhzþ1 � hzÞ2

r
ð2Þ

The tortuosity, s, quantifies the length of the different profiles
compared to their mean reference line. For a profile of elevation
h along the flow axis, it is given by:

s ¼ 1
l

Xy¼l

y¼1

L0

L
¼ 1

l

Xy¼l

y¼1

Pz¼L
z¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðhzþ1 � hzÞ2 þ Dz2

q
L

ð3Þ

Semi-variograms are also used to study the spatial correlation
structure of the fracture aperture (Hakami and Larsson, 1996).
Semi-variance along the flow axis is calculated according to:

cðdÞ ¼ 1
2n

Xi¼n

i¼0

½aðzi þ dÞ � aðziÞ�2 ð4Þ

were d is the lag distance, n the number of observation pairs, a(zi)
the aperture taken at the location zi, and a(zi + d) the aperture taken
d intervals away. When d is small, the apertures a(zi) and a(zi + d)
tend to be very similar, consequently leading to small semi-variance
values. The correlation between a(zi) and a(z + d) decreases as far as
the lag distance increases. At some lag distance, the apertures being
compared are too far apart to be correlated. In the case of a station-
ary process, the semi-variance reaches a plateau value (the sill, s)
which becomes equal in magnitude to half of the variance of the
aperture. The lag distance at which the semi-variance approaches
the sill is referred as the spatial correlation length (the range, r) of
the fracture aperture. It defines the interval in which the apertures
are closely correlated to each other.

Finally, the roughness exponent H (or Hurst exponent) was cal-
culated from the power spectrum density of the different fracture
walls, as the self-affine character of many rock surfaces has been
demonstrated by experimental observation (Brown and Scholz,

(a) (b)
Fig. 3. (a) Observation of overlaps at the fracture surface and (b) schematic representation of the surface extraction procedure in the case where several fluid–rock interfaces
exist. (1) Case where x1 > x2; (2) case where x1 = x2 = x3; (3) case where a = 0.
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1985; Schmittbuhl et al., 1995). The power spectrum shows a
decreasing power law of the form: G(k) = ck�1�2H if the profiles
have fractal properties; here H represents the Hurst exponent, c
is a constant, k is the frequency.

3.2. Fluid flow simulations

The numerical CFD package Fluent�, based on the finite-volume
method, was used to solve the flow equations in a 8.84 � 7.78 mm
region of the fracture at t0 to t5. The momentum equation was
solved using a second-order upwind scheme. A computational grid
of 415,800 nodes was generated from the two fracture walls ex-
tracted from the XMT image volumes. Pixel size renormalisation
(initially 4.91 lm in all directions) was applied to allow tractable
computation of the 3D flow field. A uniform square mesh fracture
geometry of 157 � 132 elements of size 58.92 lm in the y–z plane
was created. The fracture aperture (x-direction) was meshed by 20
elements of variable size to reproduce a parabolic function from
the fracture wall to the middle in order to refine the grid in the
areas of higher flow gradient and correctly simulate the quasi-
Poiseuille flow distribution across the fracture. The boundary con-
ditions were taken to be constant flow rate (Q = 100 cm3 h�1) at the
sample inlet, uniform pressure (P = 0.1 MPa) at the outlet, and no
flux at the fracture walls. The 3D velocity and pressure fields were
obtained by solving the Navier–Stokes equation system in steady-
flow. From the data, x-averaged values of the fluid pressure and
velocity between sample inlet and outlet were calculated and used
to evaluate the simulated hydraulic aperture ah-NS using the cubic
law (Eq. (A.2)).

3.3. Quantitative determination of the extent of the reaction

The volume of calcite removed by the sample during dissolution
can be evaluated from calcium flux or concentration at the outlet:

dVcalcite

dt
¼ �FCa � vcalcite ¼ �Q � dðDCaÞ

dt
� vcalcite ð5Þ

with dVcalcite the variation in volume of calcite (m3), FCa the flux of
calcium at the sample outlet (mol s�1), vcalcite the molar volume of
calcite (m3 mol�1) and DCa the variation in calcium concentration
between the inlet and the outlet of the sample (mol m�3).

As the sample has a 90% calcite composition, the theoretical rate
of aperture increase (m s�1) can also be calculated from the
amount of calcium removed by the fluid in the fracture, assuming
that the dissolution of the fracture walls was uniform:

dac

dt
¼ 1

0:9� As
� dVcalcite

dt
¼ � Q

0:9� As
� vcalcite � DCa ð6Þ

where ac is defined as the chemical aperture and As = l � L is the pla-
nar surface area of the fracture wall (m2). From the knowledge of
the initial value of aperture which is set to the value of am at t0,
the chemical aperture ac at time t is calculated by integrating Eq.
(6). The measurement of ac gives additional information about the
dissolution process at the sample scale based on mass balance,
and is helpful to test the accuracy of the XMT method, as am and
ac should be similar.

4. Results

Coupling the flow-through experiment with XMT observation
provides three independent evaluations of the parameters charac-
terising the dissolution process within the fracture, from micro-
scale to sample-scale. Chemical composition of the outlet solution
characterises the overall dissolution kinetics. Differential pressure
measurement between the sample inlet and outlet allows
quantification of hydraulic aperture. In addition, XMT provides

imaging of the fracture geometry changes associated to reactive
transport.

4.1. Solution chemistry

The calcium concentration of the outlet solution (or the Ca flux)
is directly related to the rate of dissolution over the length of the
sample. The outlet solution remains highly undersaturated with
respect to calcite, with a saturation index X decreasing from
�4.02 to �5.12 on a log scale (data were obtained with Chess using
the CTDP thermodynamic database (Common Thermodynamic
Database Project, (van der Lee and Lomenech, 2004, http://
www.ctdp.org). The temporal evolution of the different elements
concentration fluctuates but progressively decreases with time
(Fig. 4), except Ba, B and Rb (Fig. 4b). A correlation is found be-
tween B and Rb concentrations and another between Ca, Mg, Ba,
and Sr concentrations. Concentrations of B and Rb, which are gen-
erally associated with the clay fraction, indicate that the contribu-
tion of clays to the dissolution is quite steady with time. However,
despite Ca, Mg, Ba, and Sr are all being assumed to be products of
the dissolution of carbonates, the correlation is far from the perfect
correlation expected during congruent dissolution of calcite at low
pH, indicating that (i) the different calcite crystals present different
chemical compositions, and (ii) Ca, Mg, Ba, and Sr concentrations
result from a convoluted signature of the contribution of the differ-
ent carbonate grains of variable composition to the dissolution.

4.2. Dissolution patterns

At the sample scale, XMT observations reveal that the dissolu-
tion acts on the whole as chemical erosion. The fracture aperture
patterns are mainly preserved (Fig. 5), although some heterogene-
ities of dissolution linked to the coupled chemical reactions and
transport phenomena are observed. The dissolution is enhanced
near the sample inlet (Fig. 6a) as a consequence of the decrease
of the pH-dependent kinetic rate of calcite dissolution (Plummer
et al., 1978) as far as the reaction progresses through the sample.
Also, the dissolution rate is progressively reduced close to the
edges of the sample (Fig. 6b), which results from slower flow veloc-
ities in these areas (boundary effects).

At the micro-scale, a close examination of the XMT data sets as
a cross-section of the sample after experiment show that the frac-
ture walls dissolved in a non-uniform manner during the experi-
ment. The difference of dissolution kinetic rates between
minerals of different composition triggers the increase of the het-
erogeneity of the fracture walls dissolution and consequently in-
creases the roughness. Micro-crystalline calcite dissolves more
quickly than biogenic sparite crystals, and far more quickly than
quartz and clays, which can be considered as non-reactive at the
time scale of our experiment. However, contrary to what (Noiriel
et al., 2007b) observed during dissolution of an argillaceous lime-
stone with similar experimental conditions (i.e. inlet solution
chemistry and flow rate) but higher clay content (roughly 25% sil-
icate minerals), only slight evidence of silicates was noticed in the
fracture void, indicating that they are progressively removed from
the surface and transported as a solid phase. As a result, clays do
not interfere globally with the calcite dissolution process, but cer-
tainly contributes to head loss stagnation in the fracture and might
also affect transport of elements close to the fracture walls (see
discussion below).

4.3. Statistical analysis of the fracture geometry

4.3.1. Aperture
Results of fracture aperture measurements using X-ray micro-

tomography are presented at the different experiment stages as
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summary statistics in Table 1, as digital images in Fig. 2 and as fre-
quency histograms in Fig. 7. The mechanical aperture (am) in-
creases from 48.3 lm (t0) to 346.4 lm (t5). The standard
deviation ra increases with increasing dissolution. As a conse-
quence, the frequency histogram of aperture becomes more and
more flat and large (Fig. 7). At t0, the aperture distribution (a) is
bell-shaped, with a low percentage of zero-aperture (0.005%).
Although several authors have observed log–normal distributions
of the aperture (Bertels and DiCarlo, 2001; Bloomfield, 1996;
Keller, 1998; Walters et al., 1998), the histogram suggests that a
normal distribution could be the most appropriate model for

characterising the aperture distribution in the sample, even if the
histogram has a stronger pick compared to a normal distribution,
with a positive kurtosis equal to 14.6. The skewness is positive,
indicating that the data are skewed toward high aperture values.
It arises from the fact that aperture measurement is bounded at
the low values by zero. During the dissolution process, the
distributions remain bell-shaped, but kurtosis and skewness both
progressively decreased and the distribution leads progressively
to a normal distribution (Fig. 7).

Although ra increases during the experiment, the effect of
dissolution causes the macroscopic roughness factor (am/ra) to
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increase (Table 1), suggesting that relative roughness decreases. As
a result, deviations from the cubic law would not be expected. The
tortuosity and the roughness coefficient also increase, from 1.26 to
3.01 and from 0.92 to 4.55, respectively.

The spatial correlation of the aperture was also analysed from
the experimental semi-variograms (Fig. 8a). Results taken in the
direction parallel or perpendicular to the flow direction are very

similar. Initially, the semi-variogram can be almost perfectly fitted
by an exponential model: c(d) = sill � [1 � exp (3d/range)], with a
sill of 200 lm and a range of 630 lm; the correlation length, ka,
is equal to 1/3 of the range, i.e. 210 lm. From t0 to t3, the sill in-
creases from 390 lm (t1) to 930 lm (t3). All the correlation lengths
are small relative to the overall dimension of the sample. However,
the exponential model does not fit so well the data, which show
higher values of the semi-variance at the small scale
(0 6 cðdÞ 6 200) compared to an exponential model with the same
range as t0. In other words, the correlation length of the aperture
remains almost equal while changes occur at the small-scale and
variance increases in response to the heterogeneous dissolution
(Fig. 8a). From t3 the semi-variograms do not develop sills, indicat-
ing that the data are non-stationary and that the variance is not fi-
nite and constant.

4.3.2. Fracture walls
Statistics of surface topography measurements are also re-

ported in Table 1. The standard deviation rs remains quasi constant
with time. Only a slight increase is observed, from 102.4 (t0) to
106.2 lm (t5). One can also see that the value of standard-
deviation is slightly different for each of the surfaces S1 and S2.

Table 1
Statistics of aperture and surface distribution.

Time (h) t0 = 0 t1 = 8 h t2 = 16 h t3 = 28 h t4 = 37 h t5 = 55 h

am = haiyz (lm) 48.3 112.2 157.3 235 287.4 346.4
ra 14.1 21.4 29.7 33.6 43.7 53.0
am/ra 3.45 5.26 5.26 7.14 6.67 6.67
Kurtosis 14.62 2.68 1.96 3.02 1.53 0.68
Skweness 3.77 2.00 1.77 2.05 1.69 1.44
Ra 0.92 1.86 2.82 2.58 3.66 4.55
sa 1.26 1.65 2.04 2.03 2.57 3.01
rs1 102.2 102.6 103.9 104.1 108.0 110.4
rs2 102.6 104.3 104.7 103.7 103.5 102.0
rs 102.4 103.5 104.3 103.9 105.8 106.2
Rs 1.23 1.42 2.08 1.86 2.68 3.29
am/rs 0.47 1.08 1.51 2.26 2.72 3.26
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Conversely, the microscopic roughness (i.e. the roughness factor
Rs), which can be characterised by the local variation of topogra-
phy, increases largely during the experiment, from 1.23 (t0) to
3.29 lm (t5). According to the procedure used to determine the
surface topography of the fracture (see Section 2.3.2), the increase
of the value of Rs is linked to roughness increase or development of
overlaps at the surface. In both cases, an increase of the complexity
of the fracture surface topology is measured. Conversely, the ratio

of aperture to standard-deviation of the surfaces, am/rs, increases
with time, from 0.47 to 3.26, indicating that the surface roughness
should impact the flow less and less.

Before the experiment, the two surfaces display a fractal behav-
iour with a Hurst exponent equal to 0.5 (Fig. 8b). The dissolution
process induces a break in the slope of the power spectra at a fre-
quency of around 0.08 lm�1, indicating that high wavelength fluc-
tuations are unchanged while changes occur at the small scale.

Table 2
Comparison between the measurement of three distinct types of aperture (am, ac, and ah), the aperture obtained from numerical simulations ða0hÞ, and the aperture derived by Patir
and Cheng (1978) from Reynold’s equation (ah-REY). The value of the x-average fluid velocity (huzix) and corresponding standard deviation (rhuz ix ) obtained from numerical
simulations is also given.

Time (h) t0 = 0 t1 = 8 h t2 = 16 h t3 = 28 h t4 = 37 h t5 = 55 h

am (lm) 48.3 112.2 157.3 235.0 287.4 346.4
ac (lm) 48.3a 102.4 163.1 240.8 300.0 391.1
ah (lm) 22 20 50 90 – –
ah-NS (lm) 42.3 90.8 135.4 200 240.7 289.0
ah-REY (lm) 44.3 105.3 147.2 221.2 269.5 324.2
huzix (m s�1) 6.77 � 10�2 2.92 � 10�2 2.05 � 10�2 1.37 � 10�2 1.11 � 10�2 9.06 � 10�3

rhuzix 1.69 � 10�2 8.67 � 10�3 5.97 � 10�3 4.05 � 10�3 3.52 � 10�3 3.07 � 10�3

a As ac is unknown at t0, the value was set to the initial value of am.

Fig. 9. Maps of flow velocity averaged at t0, t2 and t4 and corresponding histograms (in a log scale).
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This observation confirms the results given by statistical analysis,
meaning that surface roughness increases at the small scale but
not at the large scale.

4.4. Hydraulic aperture

The initial equivalent hydraulic aperture ah is equal to 22 lm
(Table 2). From t4, DP is too low to calculate the hydraulic aperture.
During the experiment, the hydraulic aperture increases step by
step, especially between two different stages of experiment. That
can be linked to the behaviour of silicates at the fluid–rock inter-
face while the carbonates dissolve. Clays certainly remain stuck
at the fluid–rock interface until the surrounding matrix is com-
pletely dissolved or the flow conditions are high enough to pull
them out of the surface. This assumption is supported by the fact
that removal of ochre clay particles was observed during resatura-
tion of the sample after every XMT acquisition, for which the sam-
ple was removed from the flow-through cell and slightly
desaturated.

4.5. Evolution of the flow field and flow patterns

Maps of flow velocities averaged in the x-direction are pre-
sented in Fig. 9 to provide a 2D flow representation. The hydraulic
aperture ah-NS and the x-averaged velocity huzix, both obtained from
the numerical simulations, are presented in Table 2. As far as the
mechanical aperture increases, both the velocity and the velocity
variability, huzix=rhuzix , globally decrease. The flow field is initially
(t0) heterogeneous and the highest velocities are reached in a small
area of the fracture where the aperture was initially higher. With
the exception of the lowest velocities, the x-averaged velocity dis-
tribution is initially (t0) approximately a normal distribution of
average hvi = 0.073 and standard deviation rv = 0.0146. As a result
of dissolution, velocities decrease, and the distributions become
more heterogeneous with a main mode more peaked and a tail
of low velocities (as fluid velocity remains very low near the frac-
ture edges).

Despite the flow field being heterogeneous, no evidence of flow
channelling was noticed, neither initially nor after dissolution.
Normally, reactive transport would have led to flow localisation
and enhanced dissolution in the area of initial higher fluid velocity,
as a result of positive feedback between flow and reactive trans-
port (Ortoleva et al., 1987; Steefel and Lasaga, 1990). Indeed, the
dissolution of calcite at low pH values is transport-limited, so that
the dissolution should be enhanced in the areas of higher fluid
velocity. However, in the present case, the area of initial higher
flow velocity progressively disappears amid several small areas
where flow is enhanced.

The water flow patterns and their changes were also character-
ised by the velocity profiles. The shapes of the velocity profiles be-
tween the two fracture walls were compared to the parabolic
profiles which are defined for the parallel plate model by:
uzðxÞ ¼ u0 ð1� ð2x=aÞ2Þ, where u0 is the maximum fluid velocity.
For the parallel plate model, the profiles are centred, the average
velocity in the flow direction is equal to: huzix = u02/3, and the
parabolas have a symmetric shape, so that ~u0 is collinear to the
mean aperture axis plane ~z0 (~u0 ¼ k;~z0). However in real fracture,
particularly if the fracture displays sharp geometries, the parabolic
velocity profiles are not necessarily symmetric with respect to the
fracture walls (Dijk et al., 1999; Tenchine and Gouze, 2005). In that
case, the profiles can be either asymmetric (then, huzix = u02/3, but
u0 is not collinear to the mean aperture axis plane, i.e. ~u0–k~z0) or
distorted non-parabolic (then ~u0–k~z0 and huzix – u02/3). The pro-
portion of centred parabolic profiles (CPP), asymmetric parabolic
profiles (APP) and non-parabolic profiles (NPP) was calculated at
each stage of the experiment (Fig. 10, see Tenchine and Gouze,

2005 for more details). Initially (t0), CCP represents 35% and APP
65%. The large value of APP results both in the complex geometry
of the fracture and aperture roughness. At t1, CPP represents only
19%, and APP and NPP increase to 75% and 6%, respectively. As
the fracture dissolves, CPP continues to decrease (up to 7% at the
end of experiment), APP remains almost constant, and NPP in-
creases consequently (up to 15% at t5). The increase of the NPP
while CPP decreases can be linked to the roughness increase and
progressive decorrelation of the fracture walls.

5. Discussion

By combining the reactive flow-through dissolution experiment
with fracture geometry characterisation, a direct comparison is
possible between chemical, geometrical and hydraulic (from both
experiments and numerical simulations) properties. The advantage
of XMT is that the technique has proved its accuracy for directly
comparing the changes of rock geometry by image subtraction or
for measuring porosity differences of less than 1% (e.g. Noiriel
et al., 2004). From the 3D images it is possible to characterise the
flow in both the fresh and altered fracture. Discussed below are
the implications of dissolution in mineralogically heterogeneous
rocks on the fracture dissolution patterns, flow, and reactive
transport.

5.1. Flow

The three distinct measurements of aperture, i.e. mechanical
aperture am calculated from X-ray micro-tomography imaging,
chemical aperture ac obtained from calcium concentration mea-
surement and hydraulic aperture ah deduced from the hydraulic
test, are compared to the computed hydraulic aperture ah-NS calcu-
lated using flow simulation and aperture ah-REY derived from Rey-
nolds’ assumption in the fracture void geometry (Eq. (7), see
below). Results are presented in Table 2 and Fig. 11.

From the experiment, it is shown that am and ac are quite in a
good agreement (except at t5), but differ from ah (Table 2). The dis-
crepancy between ah and am is explained by the presence of clays
which can hinder the flow in the fracture void (see Section 4.4),
and has already been observed during other dissolution experi-
ments on fractured carbonate rock samples containing clays (Ellis
et al., 2011; Noiriel et al., 2007b).

0

20

40

60

80

APP

CPP

NPP

t0 t5= 55 ht3= 28 ht2= 16 ht1= 8 h t4= 37 h

Fr
eq

ue
nc

y 
(%

)

Time

Fig. 10. Velocity profiles (i.e. centred parabolic profiles (CPP), asymmetric parabolic
profiles (APP) and non-parabolic profiles (NPP)) in the fracture at the different
stages of experiment.

C. Noiriel et al. / Journal of Hydrology 486 (2013) 211–223 219



Author's personal copy

The parallel plate assumption implies that both fracture rough-
ness and tortuosity play no role in affecting fluid flow. However,
the geometry of a natural fracture diverges more or less from the
parallel plate model, and deviations to the cubic law can be as-
sessed through the comparison between the hydraulic aperture
calculated by numerical simulation (ah-NS), and the mechanical
aperture (am). Using finite differences to resolve the local cubic
law equation, Patir and Cheng (1978) performed flow calculation
between surfaces whose profiles obeyed a Gaussian distribution
with a linearly-decreasing autocorrelation function. The authors
found that the hydraulic aperture calculated from the Reynolds’
equation (ah-REY) could be fitted by an exponential relation:

a3
h�REY ¼ a3

mð1� 0:9 expð�0:56am=raÞÞ ð7Þ

In their model, deviation from the cubic law is expected when
am/ra is below a value of 10. Results obtained by Brown (1987)
using similar calculations on several generated fractal fractures
with different fractal dimensions (from 2.0 to 2.5), and Zimmer-
man and Bodvarsson (1996) using high-order approximations for
lognormal distribution of permeability, fall close to Eq. (7). Their
results suggest that the formula is applicable to fractures with dif-
ferent geometrical characteristics.

In Table 2, the hydraulic aperture calculated by Navier–stokes
simulation (ah-NS) differs by between 12% (at t0) and 19% (at t1)
from the mechanical aperture. The hydraulic aperture calculated
using Eq. (7), ah-REY, differs also from the mechanical aperture, from
6% (t1 to t5) to 8% (t0), while the ratio am/ra slightly increases from
t0 to t5 (3:45 6 am=ra 6 6:67).

Initially, the deviation from the cubic law is explained by the
sample-scale roughness and tortuosity of the fresh fracture. As
the ratios am/ra and am/rs increase during dissolution, it is ex-
pected that the flow can be progressively idealised with the paral-
lel plate model. However, even if the ratio am/ra certainly
increases, it actually results in the concomitant increase of both
am and ra. In that case, the situation is different from the study
of Patir and Cheng (1978), where changes in roughness were in-
volved only by changes in ra while am was kept constant. In our
case, flow field in the fracture evolves away from the theoretical
flow field assumed in cubic law, as shown by the shape of the
velocity profiles (Fig. 10), which become more and more different
from the centred parabolic profiles characterising flow in two par-
allel plates. So, it appears that the use of am/ra is not appropriate to
characterise flow in altered fractures, when decorrelation of the
fracture aperture and micro-roughness increase are observed.

However, it seems that deviation from the cubic law results
principally from the decorrelation of the fracture aperture com-
pared to the micro-roughness increase. Actually, there is no corre-
lation between deviation of the cubic law and the roughness factor
Rs, which could indicate in first approximation that roughness
increase at the small scale has no impact on permeability or
deviation from the cubic law. However, it is worth noting that
sub-sampling the fracture wall topography leads to surface
smoothing. As a result, the small fracture wall features like
micro-scale roughness were not captured during the meshing
procedure, whereas step-by-step changes of ah during the experi-
ment rather suggest that micro-scale roughness affects the perme-
ability of the sample, at least until the silicates are pulled out from
the surface and transported as a solid phase.

5.2. Implication of mineralogy on flow, dissolution patterns, and
reactive transport

The fracture roughness increase results from the difference in
dissolution rates of the different calcites (i.e. micro-crystalline cal-
cite and recrystallized biogenic fragments) and silicates forming
the rock. It is clear that the silicates play a role on flow, explaining
why the hydraulic aperture ah did not increase regularly. In addi-
tion, dissolution involves some changes in macroscopic fluid flow,
and particularly distortion of the velocity profiles, as shown by the
proportion of initially centred parabolic flow velocity profiles
which are turned into asymmetric or non-parabolic profiles. These
changes can be linked to the alteration of the fractal surface model
(Fig. 8b) and the decorrelation of both the aperture and fracture
walls.

However, under the high flow rate of the experiment
(100 cm3 h�1), it seems that the silicates do not influence the
macroscopic dissolution patterns, conversely to what was
observed by Noiriel et al. (2007a) during a similar experiment
using the same rock as starting material, but at lower flow rate
(10 cm3 h�1). In that case, a micro-porous phase formed by the
silicates was observed in some areas of the fracture void, while it
was completely removed elsewhere, leading to the formation of
preferential flow channels. In that case, the formation of preferen-
tial flow channels did not result from a positive feedback between
chemistry and transport, but from a relationship between fluid
flow and cohesion forces of the clays.

Noiriel et al. (2007a, 2007b) already investigated dissolution ef-
fects in limestone rocks with different mineralogical compositions.
For a sample composed of around 75% carbonates (essentially cal-
cite) and 25% silicates (mainly clays, with a minor amount of
quartz), dissolution of carbonates led to a clay coating growth
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which acted as a diffusive barrier to the transport of elements
through the micro-porous clay coating. As a result, the flux of Ca
at the sample outlet progressively decreased with increasing disso-
lution. In our experiment, the chemical flux of Ca both slightly de-
creases and is fluctuating with time. As the flow regime is very
dispersive throughout the experiment (Pe values ranging from
7.9 � 102 at t0 to 7.1 � 102 at t5), changes in Ca flux are more likely
linked to effects of mineral heterogeneous dissolution rather than
to macroscopic flow changes inherent to aperture increase (i.e.
flow velocity and dispersivity). Firstly, the presence of different cal-
cite crystals with different sizes and, therefore different reactive
surface areas can lead to changes in the rate of calcite dissolution
at the surface, affecting roughness of the fracture walls. This
assumption is confirmed by microscope observations, where mi-
crite is shown to be dissolved faster than sparite (Fig. 12). For a sto-
chastic distribution of the calcite grains, the effects should offset on
the long term (Fig. 13), but a sedimentary rock texture is rarely
homogeneous (Noiriel et al., 2009). Secondly, the presence of clays
at the surface (until they are removed from the fracture walls) can
locally affect the flow field close to the fracture walls. Despite fluid
flow seeming not to be sensitive to the micro-scale roughness
(Fredrich et al., 2006), the diffusive flux toward and away from
the surface can be affected because of the presence of dead zones
or eddies. Indeed, distribution of species within the fracture results
in a dynamic interaction between the bulk flow transport via
advection and diffusion far away from the zones of fluid stagnation
and transport out and into these dead zones mainly via diffusion.
The access of reactants to the calcite surface and the departure of
the reaction products from the surface are impeded by the fracture
wall micro-roughness and overlaps which have developed at the
surface. In particular, the global dissolution rate can greatly change
when a partial of or complete control of the rate by molecular dif-
fusion exists (Noiriel et al., 2012; Sugano, 2008). The solute distri-
bution in dead zones was also shown to be particularly
heterogeneous at large Pe (Cardenas et al., 2009). In addition, dis-
tortion of the velocity profiles across the fracture aperture could
also have a significant impact on transport behaviour, as shown
by Koyama et al. (2008). Then, despite they are suspected of affect-
ing flow and reactive transport, it is difficult to evaluate the influ-
ence of silicates, in regards to the rock composition and Peclet
value in the fracture. Nevertheless, their presence might explain
why there was no development of preferential flow pathways in
the areas of higher fluid velocity (see Section 4.5), and further
investigations of transport at the micro-scale is needed to better
understand the complex transport of solute species at the fracture
surface.

6. Conclusions

The objective of the study was to better understand the rela-
tionship between fracture void geometry and flow changes during
dissolution process, so that a direct comparison could be made

between geometrical and hydraulic property changes. X-ray mi-
cro-tomography has been shown to be an effective tool to non-
destructively extract and quantify the geometry of fracture after
an appropriate image processing procedure. Differences in the
kinetic rates of the mineral forming the rock led to heterogeneous
dissolution involving an increase of roughness at the micro-scale.
Discrepancies between hydraulic apertures measured experimen-
tally and calculated are also reported. The dissolution rate of the
fracture walls is a bit fluctuant but globally decreases, which can
be related to heterogeneous dissolution of the calcite grains at
the surface and changes of the transport mechanisms close to the
fluid–mineral interface.

The flow simulations show that the velocity profiles predicted
by solving Navier–Stokes equations are noticeably different from
the ideal parabolic profiles defined by the cubic law. Nevertheless,
as already shown by Dijk and Berkowitz (1998), the effect on the
macroscopic equivalent permeability seems negligible as deviation
from the cubic law (am/ah-NS) remains quite constant while the dis-
solution reaction progressed. Nonetheless, the presence of clays af-
fects reactive transport within the fracture, despite their impact
being of a much lower amplitude compared to a similar experi-
ment at a lower flow rate (Noiriel et al., 2007a) or at the same flow
rate but with a larger clay fraction within the sample (Noiriel et al.,
2007b). Distortion of the velocity profiles as micro-roughness in-
creases certainly has a great impact on transport of the reactants
and products toward and away from the fracture surface, espe-
cially at the high Pe values (Cardenas et al., 2009) of the experi-
ment. Although difficult to assess without a fully 3D modelling
approach of transport in the fracture, the presence of areas of stag-
nant fluid (i.e. fracture wall surface overlaps) surely contributes to
the fluctuant dissolution rate at sample-scale.

Although experimental acquisition and application of large data
sets in numerical simulations are still challenging, we believe that
X-ray micro-tomography coupled with experiments and modelling
significantly increases our ability to determine the dominant local
mechanisms that control the macroscopic properties, and therefore
is advantageous for constraining upscaling procedures, especially
when the evolution of the rock geometry is strongly dependant
on the mineral spatial heterogeneity and arrangement.
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Appendix A. Flow considerations into fractures

Single-phase flow of an incompressible fluid through a rock
fracture is governed by the equations for conservation of mass
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Fig. 13. Simplified sketch showing how calcite grains with different dissolution rates can affect the fracture wall roughness changes.
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and momentum, i.e. the Navier–Stokes equations (Batchelor,
1967):

r � u ¼ 0
qðu � rÞu ¼ �rP þ lr2uþ F

�
ðA:1Þ

where u is the velocity vector (m s�1), q is the fluid density
(kg m�3), P is the reduced pressure (kg m�1 s�2), l is the viscosity
(kg m�1 s�1), and F denotes the body forces applied to the fluid
per unit volume (kg m�2 s�2), which are generally limited to grav-
ity. Stokes equations are obtained assuming that inertial forces
are negligible, i.e. u � ru � 0 in Eq. (A.1). This first simplification
is of interest for decreasing computational cost because it elimi-
nates the strong non-linearity of the Navier–Stokes equation sys-
tem. By definition, inertial effects decrease with u, so that the
better Stokes approximations are obtained at lower Reynolds num-
bers, Re, which is the usually the case in most hydrology cases.
When a fracture is bounded by smooth and parallel walls, the
Stokes equations can be solved exactly, which leads to the cubic
law (e.g. Zimmerman and Yeo, 2000):

Q ¼ a3
hl

12l
rP ðA:2Þ

where ah is the hydraulic aperture (m), which is accessible through
hydraulic tests, Q is the volumetric flow rate (m3 s�1), l is the frac-
ture width (m), andrP is the pressure gradient (rP = DP/L, with DP
the differential pressure between the fracture inlet and outlet
(kg m�1 s�2), and L the fracture length (m)). When the cubic law
is valid, hydraulic (ah) and mechanical (am) apertures are by defini-
tion equal. But for real, rough-walled fractures, deviation from the
cubic law is expected. Fracture roughness, aperture and surface cor-
relation, tortuosity and contact areas have been pointed out as the
main parameters controlling flow and transport in fractures
(Adler and Thovert, 1999; Tsang, 1984; Witherspoon et al., 1980;
Zimmerman and Yeo, 2000). One objective of these studies was to
assess the validity of simplification of the Stokes equations into
the Reynolds lubrication equation (Nicholl et al., 1999; Zimmerman
and Yeo, 2000):

r � a3ðy; zÞ
12l

rP
� �

¼ 0 ðA:3Þ

The Reynolds equations can be derived from the Navier–Stokes
equations under certain geometrical and kinematic conditions,
namely low velocity (i.e. low Reynolds numbers) and slow changes
of the aperture geometry (krak < < 0), assuming that viscous
forces are reduced to shear forces at the fracture wall interface
(r2u ffi @2u=@z2) and superimposing a no-slip condition at the frac-
ture wall interface (ujz� ¼ 0). In that case, it is assumed that flux
components perpendicular to the fracture plane are negligible, so
that the local transmissivity is given by the cubic law for flow be-
tween parallel plates:

q ¼ � a3ðy; zÞ
12l

rP ðA:4Þ

where q is the local flux (m3 s�1). The so-called local cubic law (LCL)
assumption is however also inadequate when fracture wall rough-
ness (Brown, 1987) or normal stress (Glover et al., 1998; Raven
and Gale, 1985) is too high. The domain of validity of the LCL is gen-
erally determined as the function of a limited set of macroscopic
statistical variables of the fracture aperture, i.e. the mean hai the
standard deviation ra, and the correlation length ka. Inoue and
Sugita (2003) showed that high order ra and ka approximation is re-
quired to capture the effect of anisotropic aperture distribution.
Conversely, Brush and Thomson (2003), when comparing Navier–
Stokes and LCL simulations for several synthetic fractures with var-
ious values of the relative roughness ra/hai and of the roughness

slope hai=ka, showed that the LCL approach overestimates the flow
rate at low Reynolds numbers (Re < 100) because both viscous shear
stresses and inertial forces, which participate to head loss, were
underestimated. Their better results were obtained with LCL ap-
proach using the geometric correction of the mechanical aperture
proposed by Nicholl et al. (1999). For Re < 1 the flow rate discrepan-
cies can be less than 10% if the relative roughness and the roughness
slope are low (i.e. ra/hai < 1 and hai=ka < 0:5). Those values, which
are closely similar to the results of Oron and Berkowitz (1998)
and Zimmerman and Yeo (2000), are required mainly to minimise
the inertial forces, but the effects of viscous forces may still be
important for highly sloped fracture walls, producing skewed veloc-
ity profiles instead of the symmetric parabolic profiles imposed by
the cubic law model (Tenchine and Gouze, 2005). Dijk et al. (1999),
who explored the 3D velocity distribution in a natural rough-walled
fracture using nuclear magnetic resonance imaging, also observed
clusters of asymmetric velocity profiles in the vicinity of sharp dis-
continuities of the wall elevation. Nevertheless, it seems that the ef-
fect on volumetric flow rate and on the macroscopic equivalent
permeability was negligible.

Appendix B. Reactive transport considerations into fractures

Transport of solutes in a fracture is described by the following
macroscopic equation:

@tC ¼ Dr2C � urC þ RðCÞ ðB:1Þ

where C is the concentration of the species, u is the velocity vector
(the components of which are ux, uy and uz), D is the hydrodynamic
dispersion tensor and R(C) is the geochemical source term propor-
tional to the reaction rate. Hydrodynamic dispersion involves Taylor
and geometrical dispersion, and molecular diffusion.

In a fracture, solute transport is mainly controlled by the chem-
ical reaction rate and the heterogeneity in the flow velocity. Posi-
tive feedback between flow regime and geochemical alteration
can also occur, leading to instabilities and localisation of the disso-
lution. The usual parameters used for characterising these phe-
nomena at the macro-scale are the Péclet number (Pe), the
Damköhler number (Da), and the aperture variability, expressed
as the ratio between the aperture standard deviation and its mean
(ra/hai) (Cheung and Rajaram, 2002; Dijk and Berkowitz, 1998;
Hanna and Rajaram, 1998; O’Brien et al., 2003; Szymczak and Ladd,
2004; Verberg and Ladd, 2002). Three-dimensional modelling of
smooth fracture dissolution as a function of the Pe and Da was pro-
posed by Szymczak and Ladd (2004). Their results fitted well with
the experimental results obtained by Detwiler et al. (2003) on
potassium-dihydrogen-phosphate (KDP) artificial fractures. The re-
sults of both those studies show a strong dependence of the disso-
lution pattern on Pe and Da. Low values of Da associated to high
values of Pe appeared to favour large-scale homogeneous dissolu-
tion, whereas dominant channelling was observed at higher Da and
intermediate Pe (Szymczak and Ladd, 2009).
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